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1. Introduction

Good cryptography requires good randam
numbers. This paper evaluates the hardware-
based Intel Randam Number Generator (RNG)
for usein cryptographic goplications.

Almost all cryptographic protocols require
the generation and wse of seaet values that must
be unknown to attadkers. For example, randam
number generators are required to generate
pubic/private keypairs for asymmetric (pubic
key) agorithms including RSA, DSA, and
Diffie-Hellman. Keys for symmetric and hybrid
cryptosystems are dso generated randamly.
RNGs are dso used to creae dall enges, norces
(sdlts), padding bytes, and Hinding values. The
one time pad — the only provably-seaire
encryption system — uses as much key material
as ciphertext and requires that the keystream be
generated from a truly randam process

Because seaurity protocols rely on the
unpredictability of the keys they use, randam
number generators  for cryptographic
applications must med stringent requirements.
The most important is that attaders, including
those who know the RNG design, must nat be
able to make aty useful predictions abou the
RNG outputs. In particular, the gparent entropy
of the RNG output shoud be & close &
possble to the bit length.

According to Shannori, the entropy H of
any message or stateis:

! Shannon, C.E., “A Mathematicad Theory of
Communication,” The Bell System Technical Journal,
vol. 27, p. 379423 July 1948

H :—Kipi log p;,

where p; is the probability of state i ou of n
possble states and K is an ogional constant to
provide units (9., Yoy bit). In the cae of a

randam number generator that produces a k-bit
binary result, p; is the probability that an ouput
will equal i, where 0<i<2. Thus, for a
perfed random number generator, p; = 2" and
the entropy of the output is equal to k bits. This
means that all possble outcomes are egualy
(un)likely, and on average the information
present in the output canna be represented in a
sequence shorter than k bits. In contrast, the
entropy of typicd English alphabetic text is 1.5
bits per charadter.?

An RNG for cryptographic gpplications
shoud appea to computationaly-bounced
adversaries to be dose & possble to a perfed
RNG. For this review, we anayze whether there
is any feasible way to distinguish the Intel RNG
from a perfed RNG.

2. Psaudorandomness

Most “randam” number sources adually
utilize a pseudaandam generator (PRNG).
PRNGs use deterministic processes to generate
a series of outputs from an initial seal state.
Because the output is purely a function d the
seal data, the adual entropy of the output can
never exceal the entropy of the sedl. It can,

2 Menezes, Oorschot, and Vanstone,
Handbodk of Applied Cryptography,
Ch.7, CRCPress 1997
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however, be mputationally infeasible to
distinguish agood PRNG from a perfed RNG.

For example, a PRNG seaded with 256bits
of entropy (or one with a 256-bit state) cannat
produce more than 256 lits of true randamness
An attadker who can guess the seed data can
predict the entire PRNG output. Guessng a 256-
bit sead value is computationally infeasible,
however, so it is posdble that such a PRNG
coud be used in cryptographic goplicétions.
Examples of PRNGs designed for cryptographic
applicaions  include MD5Randan  and
SHA1Randam (which respedively hold 128bits
and 160 lits of state) in the BSAFE™?®
cryptographic toalkit.

Althowgh properly-implemented and seeded
PRNGs are suitable for most cryptographic
applicaions, grea care must be taken in the
development, testing, and seledion d PRNG
algorithms. It is criticd that a PRNG be properly
seaded from a reliable source For example,
most PRNGs included in standard software
libraries use predictable seed or state values or
produce output that can be distinguished from
randam data.

3. TheNeda for TRNGs

A true randam number generator (TRNG)
uses a nondeterministic source to produce
randomness Most operate by measuring
unpredictable natural processes, such as thermal
(resistance or shat) noise, atmospheric noise, o
nuclea deca. The entropy, trustworthiness and
performance d depend onthe TRNG design.

A PRNG by itself will be inseaure withou a
TRNG for seeding. Sealing requires a source of
true randamness sinceit is impossble to crede
true randamness from within a deterministic
system.

On computers withou a hardware RNG,
programmers typicdly try to oltain entropy for
seal data using existing peripherals. The most
common tedniques involve timing user

3 BSAFE is a software toolkit avail able from RSA
Data Seaurity, Inc.
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processs, bu these methods are avkward and
slow. For example, PGP* version 6.02requires
that users gend abou 15 sewnds entering
randam keystrokes or mouse movements to
produwce anew key. Methods involving user
timing require inelegant user interfaces and
canna be used (or bemme inseaure) when
controlled by automated scripts. Some
applicaions use hard dive seek times, bu
fadors wsuch as the drive tecdhndogy, disk
cades, and system timer resolution limits
require caeful consideration. Measurements of
system adivity, delays, configuration ckta, etc.
are dso sometimes used.

Overdl, true randam number generators
implemented using conventional hardware tend
to be slow, difficult to implement, require user
involvement, and dten provide unknown
amourts of true entropy. These methods also
make sssumptions abou the hardware that are
not guaranteed. For example, operation timing
measurements may not contain the epeded
amourt of randamness under al system
configurations. Tedniques that rely on user
events may not be reliable in ursttended
systems gauch as

SEIVErS. Anyone who considers

arithmetical methods of
it is possble for | produwing randan digits
applicetions  to | s, of course, in astate of
producetheir own | gip.

seare  randam —JohnVon Neumann (1951)

Even though

data, many do nd.
Reviews by
Cryptography Reseach frequently identify
we&knesses in randam number generation.
Similarly, Christopher Allen and Tim Dierks of
Consensus Development report that  “most
common poblems [found in software seaurity
reviews| were related to randam number
sealing.”® Bruce Schreier writes, “Good
randam-number generators are hard to design,
because their seaurity often depends on the

4 PGP is avail able from Network Assciates, Inc.
® Dierks, T., and Allen, C., “Lessons from Doing
Source Code Reviews of Commercial Products,”
Consensus Development, 1997.
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particulars of the hardware and

software. Many products we
examine use bad ores.”®

lan Goldberg and David
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seal generated.”’ Although most
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RNG flaws are not reported,
problems are mmon, partly
becaise ayptographic software libraries often
leave it to programmers to find reliable sources
of sead material.

In many cases, system designers are faced
with a tradeoff between seaurity and
convenience For example, to avoid having to
colled fresh seed data eab time the program
loads, many software gplicaions dore their
sead material on the hard drive where there can
be arisk of compromise. The best sources for
unpredictable data involve timing  user
processes, which add uncksirable cmplexity to
user interfaces.

4. Architedure Analysis

Measuring randamness is as much a
philosophicd debate & it is a mathematica
issie. An infinite sequence of randam numbers
will cary a known statisticd distribution. It is
impossble, however, to prove whether any
finite set of numbers is adualy randam. For
example, the 128-bit value “0” isjust aslikely to
occur as hexadeamal “7c26b1b7f 931eedblf 7e-
elb84764ae93”. Although it is impossble to

® Schreier, B., “Seaurity Pitfallsin Cryptography,”
Counterpane Systems, 1998

” Goldberg, 1. and Wagner, D., “Randomnessin the
Netscgpe Browser,” Dr. Dobb s Journal, January
1996

Figure 1: Block diagram of the Intel RNG

prove randamness we have analyzed Intel’s
design aswumptions, design, and testing
procedures, as well as performed statisticd tests
on RNG output data.

For this review, Cryptography Reseach
performed a series of tests and evaluated the
results of experiments performed by Intel. Raw
data and design spedfications for the analysis
were provided by Intel.

4.1.Noise Source

Johrson nadse (commonly referred to as
thermal noise), shat noise, and flicker noise ae
present in all resistors. They have dedricdly
measurable dharaderistics and are the result of
randam eledron and materia behavior.

The Intel RNG primarily samples thermal
noise by amplifying the voltage measured aaoss
undiven resistors. In addition to a large randam
comporent, these measurements are rrelated

to locd pseudaandan  environmental
charaderistics®, such as eledromagentic
radiation, temperature, and powver suppy

fluctuations. The Intel RNG significantly
reduces the coupged comporent by subtrading

8 For an introduction to physica noise sources and
externally coupled noise sources, seesedion 7.11 o
Horowitz, P. and Hill, W., The Art of Eledronics,
Cambridge, MA: Cambridge University Press 198Q
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the signals sampled from two adjacent resistors.

Circuitry used for amplificdion a signa
handing shoud preserve & many of the
comporents of randamness as possble. Intel’s
design was found to have a high degree of
lineaity and kandwidth for pasdng high
frequency signalsto later stages.

4.2.Dual Oscill ator Architecure

The Intel RNG uses a randam source that is
derived from two freerunning oscill ators, ore
fast and ore much slower. The therma noise
source is used to moduate the frequency of the
sower clock. The variable, ndase-moduated
slower clock is used to trigger measurements of
the fast clock. Drift between the two clocks thus
provides the source of random binary digits.
Similar  RNG designs using independent
oscill ators are well known **°

Thermal Noise

Low-frequency
oscillator

AT

High-frequency oscillator

Data to corrector = 1

Figure 2: Overview of dual-oscillator design (frequency
ratio na to scae)

The dow oscillator frequency must be
significantly perturbed by the noise source, in
addition to any pseudarandom environmental,
dedricd, o manufaduring condtions.
Reoorded histograms of moduated frequency

o Velichko, S. “Random-number Generator Prefers
Imperfed Clocks.” EDN Access 1996
(http://ednmag.com/reg/199611219623_d04.cfm).
10 Hoffman, Eric. Randan Number Generator, 1996
U.S. Patent 5,706,208,
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resemble anormal distribution. The moduated
frequency has gandard deviation that spans
approximately 10-20 hgh frequency clock
periods; indicating that the sampling processis
significantly varied by the randam source
Provided that a significant randam comporent is
present in the low-spead oscill ator, additional
norrandam effeds $rodd na reduce the quality
of the RNG output. For example, environmental
interference shoudd orly add additiona
unpredictability to the results. Intel reports that
the moduation bandwidth is approximately 2
times the variable oscill ator’s center frequency.
This fast resporse preserves useful comporents
of high frequency noise from the randam
source.

The oscill ators used in the Intel RNG have
center frequency ratios on the order of 1:100. If
both runwithou drift, the sampled hits could be
“colored” with beds periodicity at multiples of
the ratio. Statisticd tests were used to try to
locate such beds in the sampled bitstream, bu
coud na be deteded in over 10° output bits.

4.3.Digital Post-Processng

The initial randan measurements are
procesed by a hardware crredor based on a
concept proposed by John von Neumann to
produce abalanced dstribution o “0” and “1”
bits.** A von Neumann corredor converts pairs
of bitsinto ouput bits by converting the bit pair
[0, 1] intoan ouput 1, converting [ 1, 0] into an
output 0, and ouputting nothing for [0, 0] or
[1,1].

| nput bits Qut put
0,0 none
0,1 1
1,0 0
1,1 none

Figure 3: Von Neumann corredor

1 The hardware mrredor designis patent pending by
Intel Corporation.
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The orredor is a simple way to
generate dStatisticdly balanced ouputs
from data with residual bias. In particular,
the rredor prevents imbalances in the
fast clock’s duty cycle from biasing the
output. Intel has enhanced the von
Neumann corredor to reduce the dfed of
any bit to bit correlations that might exist
in the dual oscill ator source.

One @nsequence of the crredor is
that the RNG has a variable bitrate. The
corredor generates an average of one bit

Isthere any hope for strong patable randamnessin the future?
There might be. All that's needed is a physical source of
unpredictable numbers. A thermal noise or radioactive decay
source and afast, freerunning cscillator would do the trick
diredly. Thisisa trivial amourt of hardware, and could easily
be included as a standad pat of a computer system's
architedure... All that's needed is the comnon perception
among computer vendass that this snall addtiond hardware
andthe software to accessit isnecessary and wseful.
— Eastlake, Crocker, and Schill er , “RFC 1750 Randomness
Remmmendations for Seaurity,” IETF Network Working
Group, Decanber 1994

for every 6 raw binary samples. The
RNG's exceptional performance (over 75
Kbit/sec dter the arredor) exceals the TRNG
requirements for al standard cryptographic
applicaions, bu the variable rate @uld
compli cate some esoteric usage scenarios. While
it is not possble to prove that the RNG will
produce an ouput bit in any finite time period,
the probability of a long delay is negligibly
small.

Corredor output is queued in a 32-bit
register and provided to the software layer. The
interface @aures that randam outputs canna be
read twice and that eat read operation returns
fresh randam data.

4.4. Statistical Evaluation

Becaise subtle output correlations are
aways a posshility, the verificaion pocesshas
included a wide aray of datisticd tests by
Cryptography Research and by Intel. These tests
are designed to deted norrandam charaderistics
by comparing statisticd distributions in large
samples of adua RNG outputs against
distributions expeded from a perfed random
source

Tests were performed bah before and after
the digital post-procesdng. Tests on pe
correded data help to identify charaderistics
that might be difficult to detea after the
corredion process All dtatisticd tests were
performed on dbta prior to the software library’s
SHA-1 mixing, as the SHA operation would
mask norrandom charaderistics.

A large number of generalized statisticd
tests for randamness have been proposed, such
as the DIEHARD™ spedficaion, FIPS 140-1%,
and Knuth's' tests. The test suite for the Intel
RNG included the foll owing:

Block Means Spedral andyses
Randamwalk test

Block Mean corr elations, 1-129

Block means

Periodogam

Spedral andyses; hi, med, lo smoothing
Sredral andyses, adjusted for correlations
Autocorrelations, blocking and no bcking
8,16-bit Maurer test

4,8,16-bit Monkeytest

4,8,16-bit Goodressof Fit
Komolgorov-Smirnov test of trend

CRILF test

Oveall mean

Column means

Runlength variances

FIPS 1401 test suite

Tests were performed on a leasst 80
megabits of continuows RNG output. Major tests
such as the autocorrelation and kit frequency
tests were run a a variety of extreme

12 Marsaglia, George. DIEHARD Statisticad Tests,
Florida State University.

13 Federal Information Processng Standards
Publicgtion 1401, “Seaurity Requirements for
Cryptographic Modules,” U.S. Department of
CommerceNIST, Springfield, VA: NTIS, 1994

14 Knuth, Donad E. The Art of Computer
Programming: Seminumerical Algorithms, Vol. 2,
ch. 3, Addison Wesley Longman, 1998
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environmental condtions and on devices
produced at extremes of manufaduring process
parameters. All of these tests were performed at
confidence level of 1% and 3%. The only tests
identifying any statisticaly significant deviation
from values expeded from a perfed randam
source were minor deviations in tests involving
spedral analysis.

The aaysis by Cryptography Reseach
placed particular emphasis on aress that would
identify statisticd biases or failure modes in the
RNG. Cryptography Reseach performed tests to
deted biasesin pre- corredor data.

As expeded, significant biases are present
before the arredor. By far the largest
norrandam charaderistic deteded was the bias
in the ratio o “0” and “1" bits. In devices
operating under extreme  ewironmental
conditions, hit frequencies were observed onthe
order of .5+10% Datawith a 1% bias has 0.9997
bits of entropy per bit. Higher biases are
possble  under  other  condtions  or
manufaduring parameters, bu the von Neumann
corredor will i mprove the output quality.

Applicaions diredly accessng the RNG
shodd make more nservative asumptions
abou the output quality. Although our estimates
indicae that the hardware provides over 0.999
bits of entropy per output bit, a @nservative
asumption d %2 bt of entropy per output bit
can generaly be used withou any significant
performanceimpad.

45. Software Architedure

The Intel software library uses a mixing
function besed on the Seaure Hash Algorithm
(SHA-1)."> SHA-1 constructions are widely
used, are recommended in a number of literature
sources™®*"'8 and are believed to be very strong.

15 Federal Information Processng Standards
Publicaion 180-1, “Seaure Hash Standard,” U.S.
Department of Commerce/NIST, Springfield, VA:
NTIS, 1995

18 Ellison, C., “Cryptographic Random Numbers’,
http://mww.clark.net/pub/cme/P1363ranno.html.
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SHA-1 is an effedive mixer because it
combines variable size inpus to generate
independent output bits with excelent statistica
distributions. The ayptographic properties of
SHA destroy any remaining statistica structure
and make it computationaly infeasible to
recover the sed state.

The Intel Seaurity Driver uses a SHA-1
mixer with 512 lts of state. The SHA-1
construction cryptographicdly combines all
RNG output since SDK initialization. To
produce eab 32hit output, 32 bits of fresh data
from the RNG are supgdied to the mixing
function, as diagrammed below. The adition d
new randam output refleds lid conservative
approadh, bu is not necessry as the gycle

length of the mixing function shoud exceal
2200.

Starting state (64-bytes = 16 words)

Hash < Input to >Copy Y
(SHA-1) \mix process l Discard

}

New state

A 4

RNG
output

Figure 4: SHA-1 mixer design

Cryptography Reseach has performed a
review of the SHA-1 code, and les tested the
implementation d the SHA-1 and mixer.

'" Eastlake, Crocker, and Schill er, “RFC 1750
RandomnessRecommendations for Seaurity,” IETF
Network Working Group, Decenber 1994

18 Federal Information Processng Standards
Publication 186, “Digital Signature Standard,” U.S.
Department of Commerce/NIST, Springfield, VA:
NTIS, 1994
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4.6. Operational Testing

Intel’s manufaduring and test process is
designed to deted most comporent failures. As
such, chances of independent RNG field fail ure
shoud be very low. In situations where system
seaurity requires good randamness careful
testing and analysis of falure modes is
advisable. For example, particularly sensitive
applicaions can independently test the integrity
of the randam source

In the spedfic case of the Intel RNG, we
believe the most likely failure modes cause the
output to be “stuck” in ore state (e.g., stuck on),
causing no ouput from the von Neumann
corredor. Failures could also cause the output
from the mrredor to stick in a fixed state. An
oscill ating state (which would produce an output
of 101010101.) is theoreticdly possble but
unlikely. Partial failures are more difficult to
deted™ and could reduce the entropy of the
output, but many such faults would be fixed by
the corredor.

Intel spedfies that all hardware RNG units
must pass the FIPS 1401 randamness tests at
time of manufadure. For added asaurance, the
Intel Seaurity Driver also performs the RNG
self-tests defined in the FIPS 1401
cryptographic spedfication (monolit, runs, and
poker) when the RNG is initialized. If desired,
additional tests could be performed, bu the
existing test suite shoud deted most fail ures.

Many aspeds of a system’s operational
seaurity are, of course, beyond the scope of this
review. While agood RNG is needed for good
cryptographic seaurity, other parts of a system
can also fail. For example, properly sedaling a
defedive PRNG does not provide a seaure

19 Knuth, D.E. The Art of Computer Programning;
Seminumerical Algorithms, Vol. 2, ch. 3, Addison
Wedley Longman, 1998
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solution. It is also na posdble to guaranteethat
manufaduring flaws, intentional sabotage, and
other unexpeded fail ures will never occur.

5. Conclusions

In prodwing the RNG, Intel applied
conservative design, implementation, and
testing approadhes. Design assumptions abou
the randan source, sampling method, system
consistency, and algorithm appea appropriate.
Careful attention was paid to analyze and avoid
likely fail ure modes.

We believe that the Intel RNG is well-suited
for use in cryptographic gpplications. Dired use
of Intel’s ftware libraries sioud simplify the
design and evaluation pocess for seaurity
products. Alternatively, developers can combine
data from the Intel RNG with data from other
sources. For example, data from the Intel RNG
can be safely exclusive-ORed with ouput from
any independent RNG. The Intel RNG will help
designers avoid relying on poprietary entropy
gathering tedhniques in criticd seaurity
routines. We believe the Intel RNG will prevent
many RNG failures and improve the integrity
and seaurity of cryptographic gpplications.

Cryptographicdly, we believe that the Intel
RNG is drong and that it is unlikely that any
computationally feasible test will be found to
distinguish data produwced by Intel’s RNG
library from output from a perfed RNG. As a
result, we believe that the RNG is by far the
most reliable source of seaure randam data
avail able in the PC.
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About Cryptography Research

Cryptography Reseach provides techndogy
and services to companies that build and use
cryptography products. The company has a
strong technicd focus and is adive in many
areaxs of cryptosystem reseach. In 1998
aonre, systems designed by Cryptography
Research enginees proteded more than a
billion ddlars of commerce axd seaured
communications for financial, wireless
telecommunications, digital television, and
Internet industries.
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staff at Cryptography Reseach. As a
cryptosystem archited, he has performed
system  architedure and herdware
development on a number of seaure and
fault-resistant systems. Some of his recent
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evaluation d seaure ntent distribution
systems.
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Development, Bain and Company, the
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University and is an NSF Graduate Fellow
and a Mayfield Entrepreneurship Fell ow.

Contact I nformation

Cryptography Reseach, Inc.
870Market Stred, Suite 1088
San Francisco, California941023002

http://www.cryptography.com
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Telephore: 415.397.0123
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Paul Kocher

Cryptography Reseach President and Chief
Scientist Paul K ocher (paul @
crypt ography.con) has gained an
international reputation for consulting work
and acalemic reseach in cryptography. He
has provided applied cryptographic
solutions to clients ranging from start-ups to
Fortune 50 companies. As an adive
contributor to major conferences and
standards bodes, he has helped design
many cryptographic  goplicaions and
protocolsincluding S v3.0.

His development of timing attadks to bresk
RSA and caher algorithms was widely
receved by the acaemic community. More
recantly, Kocher led reseach efforts that
discovered Differential Power Analysis,
developed new methods for seauring
smartcards against external monitoring
attacks, and designed the record-bregking
DES Key Seach madiine. His work has
been reported in forums ranging from
technicd journals to CNN and the front
page of the New York Times. Paul isalso a
co-founder and the Chief Scientist of
ValiCert, Inc.
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