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Report of WG2’s activities of 2017 
 
The following document contains all information regarding the WG2’s activities , meeting and 
workshops, and results of the year 2017.  
 
Basing on the main objectives of the Action, the WG2 started discuss and working to identify the 
main topics to consider for the Round Robin Study. 
 
During the first meeting we had in Porto on June 2017, WG2 discussed about all considerable 
identification of the imaging analysis topic and techniques: 
 
A. Facial recognition / facial detection:  

From end-user point of view the discussion identified several issues, such as: low quality of the 
images; camera position (too high, resulting in bad face images); CCTV video too many codes, 
not standard format; increasing number of cameras, resulting in an increasing amount of data to 
be analyzed and stored. 

 
From Academia point of view the discussion identified several issues: many research on the 
subject but not applied on real cases; automatic facial recognition: deep learning techniques 
problems (few data available; not real database for testing/ improving the techniques; difficult 
having access to police database due to privacy/ security issued; usability in court: experts need 
to interpret the results/ evidence; the results of manual facial recognition are more used in court 
(Poland/ Denmark)). 

 
 
B. Fingerprints  

From end-user point of view the discussion identified the following issue: technique is used and 
works fine and quire fast (20 minutes to get a list of 15 possible candidates, then manual 
control) 67% of the case is correct (they are developing/implementing a new algorithm that will 
result correct in 80% of the cases) documentation and the input of the data in the database). 

 
From Academia point of view the discussion identified the following issue: the finger prints 
technique works in 99%  of the cases. This is another gap between research and real world. 

 
C. Iris recognition 

From end-user point of view the discussion identified the following issue: not used in UK. 
Again problem with the quality of the images. 

 
From Academia point of view the discussion identified the following issue: difficulty of the 
analysis. 

 
D. Soft biometrics (gait analysis / general proportion /height/color of the hair / clothes) 
From end-user point of view the discussion identified the following issue: used, but very weak. Gait 
analysis used in Denmark with the support of photogrammetric technique. 
 
E. Handwriting  



 
 

In general it could be useful in case of digital signature by considering: Multimodalities crime 
scene reconstruction; 3D documentation of the crime scene using laser scanner and 
photogrammetric (UK and Denmark); 3D models of the scene allow freeing of the scene. Used 
for drawing bullet trajectory; Location of the actual victim in the scene; 3D of crime scene is 
way to visualize all the info in one view.  
Other information that could be added: blood  pattern analysis. It has been proposed the idea of 
creating database of crime scene that could be use in the case of pedo-pornography: in such way 
the perpetrator and the room may be linked to more victims. 

 
F. Video enhancement 

The WG discussion agreed that this is at the base of many analysis, such as facial recognition.  
 
 
In this matter, the WG2 decided to focus and planning the Round Robin Study on Facial 
recognition, and organized the preparation of the framework of real data necessary for performing 
the RRS. Dr. Dariusz Zubs (Poland) offered to provide data for the study ny the end of July 2017. 
He used its own data/video or he can extract data from a public database ( it has been suggested a 
possible database: one million celebrities database). 
 
In the same way, Dr. Giuseppe Amato (Italy) may find some other data.  
 
After this, the RRS was performed by: Dr. Giuseppe Amato (Italy); Dr. Anastasios Tefas (Greece). 
All details about the two Face recognition analysis are available as annexes in this document. 
 
 
The WG2, after the second meeting held in Krakovia on Oktober 2017 (see participants on table 
below), decided to keep attention on Face recognition analysis and starting to consider the problem 
of overlapping of fingerprints. 
 
List of participants: 
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Alessandro Trivillini Switzerland Academia  Ok 
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Annex 1 
 

WG2 RRS Report on Face Detection and Recognition 
 

Nikolaos Passalis and Anastasios Tefas 
Greece  

 
Introduction  
 
The main goal of this study was to examine the performance of existing face detection and 
recognition tools on real Closed-Circuit Television (CCTV) footage. More specifically, six short 
video sequences depicting two different persons were used to evaluate the performance of state-of-
the-art face detection and recognition algorithms using an existing library, the Python “face 
recognition” library [1]. The experimental results suggest that face detection and recognition using 
such low quality and low resolution video is an especially challenging task that can be only 
performed accurately when a clear view of the person of interest can be acquired from the footage. 
Finally, we demonstrate that detecting the whole body of a person, instead of its face, can be 
performed more reliable. This highlights the potential of using person detection as a preprocessing 
step before face detection/recognition.  
 
Methodology and Evaluation Protocol 
 
The main aim of this study was to evaluate the performance of existing and readily available tools 
for face detection and recognition. To this end, an open source Python library, the “face 
recognition” library [1], was used. This library provides an easy to use interface to another lower 
level library, the well-known “dlib” library [2], that is capable of efficiently performing various 
machine learning tasks using state-of-the-art techniques. 
 
 A state-of-the-art deep face detector provided by the dlib library was used for 
detecting the faces [2]. This detector is capable of achieving an impressive 99.38% detection 
accuracy on the Labeled Faces in the Wild benchmark [3]. For recognizing the identity of a person, 
a face encoding using the 68-point landmarking model of dlib was extracted and matched to the 
database of the known persons. The matching threshold was set to 0.5, i.e., a person was identified 
whenever the euclidean distance between the face encoding vectors extracted from a known person 
(stored in our database) and a detected person was smaller than 0.5. The 68-point landmarking 
model identifies various salient landmark points on the face, such as the location of eyes, mouth, 
nose, etc, that can be then used to recognize the identity of different people. 
 

For the conducted experiments, the following evaluation protocol was used. First, one face 
image was chosen from each person using the supplied CCTV footage. This corresponds to the 
realistic scenario where a suspect has been identified by the end users in one frame and we are 
interested in recognizing him in other existing CCTV footage. The selected face images are shown 
below (Fig. 1a and 1b): 

 



 

Then, the faces were detected and the face encodings were extracted from these images 
(database images) and used to identifying the

 
 
Evaluation Results 
 
The first CCTV video was especially challenging since the size of the depicted faces was very 
small. This is demonstrated in some example frames of the first video that are shown 
 

 
Detecting small objects (e.g., objects that are often smaller than 16 x 16 pixels) is a difficult 

problem that even state-of-the-art detectors are unable to tackle efficiently. Note that even when we 
were actually able to detect a face (right f
corresponding person, since it was not possible to accurately identify facial landmarks in such small 
face images. 
 
 In the second video, the face detections were more stable, since the depicted faces 
were larger. Some detection results are shown in the frames below:
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We were also able to identify the first person (left frame) when a larger face image was acquired: 

 
 
However, this was not possible for the second subject (right frame). It worths mentioning that the 
face image used to match the first subject (Fig. 1a) was extracted from this video, therefore there 
was smaller distribution shift compared to the second subject. 
 
 Finally, the results for the third video are shown below: 

 
For this video, we were able to detect and accurately recognize both persons, even though the face 
image used for the first person (Fig. 1a) was substantially different from the face depicted in the 
frame above (left frame). For the second person (right frame), the face was matched only when the 
facial pose matched the original one (Fig. 2b) demonstrating the need for techniques that are able to 
align the detected face image and reconstruct a neutral face (centered and without any facial 



 
 
expression) before performing the actual recognition task. A technique that can be used to achieve 
this is deep autoencoders [4].  
 
 Since detecting faces in CCTV footage is especially difficult, we used an additional 
evaluation setup, where the whole body had to be detected. After detecting the whole body of a 
person, it is easier to identify where the face is (we expect that the face will be located in the upper 
half of the detected bounding box of a person). For the conducted experiments a state-of-the-art 
object detector was used, the YOLO detector [5]. The experimental results are shown below: 
 

 
 

 
 

The persons were detected reliably even at smaller scale (since they are always significantly 
larger than a single face). This highlights the potential of using person detection as a preprocessing 
step before performing the task of face detection to acquire more accurate detection results. 
 
Conclusions 
 
In this report we evaluated the performance of existing tools for face detection and recognition 
using real CCTV footage. It was demonstrated that face detection and recognition from CCTV 
footage is especially hard due to the low quality of the videos and the small size of the depicted 
faces. Furthermore, the pose and the facial expression seem to significantly affect the recognition 



 
 
precision, suggesting that techniques that are able to reconstruct a neural and centered version of the 
face can improve the recognition accuracy. Finally, it was demonstrated that person detectors, that 
are able to reliably detect persons from CCTV footage, can be used as a preprocessing step before 
face detection to acquire more accurate results. 
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WG2 RRS Report on Fac

Giuseppe Amato and Claudio Vairo

 

Facial landmarks are key points along the shape of the detected face, that can be used as 
face features to improve face recognition, to align facial images, to distinguish males and 
females, to estimate the head pose, and so on. 

Key points from landmarks are rarely used as representation of face verification tasks, 
typically facial nodal points are used instead. As nodal points, we can either use directly 
some of the facial landmarks or we can compute some new points starting from the facial 
landmarks. For example, the eyes, the nose, and the mouth are very representative parts of a 
person’s face, so points relative to these parts of the face can be relevant to represent that 
face. In particular, for example, for the eyes, we can use the centroid of the eye
using the facial landmarks that constitute the contour of the eye. 

In order to perform the face detection and to extract the facial landmarks from an image, we 
used the dlib library2. The dlib facial landmark detector is an implementation of t
approach presented by Kazemi et al. in [15]. It returns an array of 68 points in form of (x,y) 
coordinates that map to facial structures of the face, as shown in Figure 1. 

2 http://dlib.net/  
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Figure 1. 68 facial landmarks.  

 
Figure 3. Distances from the centroid of the face to all 68 facial landmarks, used to build the 68-points 
features.  

 



 
 

The distances between nodal points and facial landmarks can be used to build a feature of 
the face that can be compared with other faces features. In particular, we computed three 
features based on the distances between nodal points and facial landmarks: the 5-points 
feature, the 68-points feature and the Pairs feature. All the distances used to compute these 
features are normalized to the size of the bounding box of the face. In particular, each 
distance is divided for the diagonal of the bounding box.  

1) 5-points feature: In order to build the 5-points feature, we used five specific nodal points: 
the centroids of the two eyes, the center of the nose, and the sides of the mouth. The 
centroids of the two eyes are computed from the six facial landmarks for each eye returned 
by the dlib library. For the nodal points of the nose and of the mouth, instead, we used 
directly some of the facial landmarks, respectively the landmark #31 for the nose and the 
landmarks #49 and #55 for the sides of the mouth (see Figure 2(a)). We used these nodal 
points to compute the following 5 distances (see Figure 2(b)):  

• left eye centroid - right eye centroid  

• left eye centroid – nose  

• right eye centroid - nose  

• nose - left mouth  

• nose - right mouth  

This produces a 5-dimensional float vector that we used as 5-point feature of the face.  

2) 68-points feature: For the 68-points feature, we computed the centroid of all the 68 facial 
landmarks returned by the dlib library and we computed the distance between this point and 
all the 68 facial landmarks (see Figure 3). This produces a 68-dimensional float vector that 
we used as 68-feature of the face.  

3) Pairs feature: The pairs feature is obtained by computing the distance of all unique pairs 
of points taken from the 68 facial landmarks computed on the input face, as suggested in 
[9]. This produces a vector of 2,278 float distances that we used as Pairs feature of the face.  



 
 

  
(a) Selected 5 nodal points. 

  
 (b) 5 nodal points distances.  

Figure 2. Nodal points and distances used to build the 5-points features.  

 

 



 

Figure 4. Structure of the VGG-Face CNN used to extract the deep features. 

 

(a) Sample from P1-video2.   

 

 

(b) Sample from P1-video3.  

Figure 5. Samples of videos for Person1.
 

B. Deep Features  

 

  
Face CNN used to extract the deep features.  

  

 

Figure 5. Samples of videos for Person1. 



 
 

Deep Learning [16] is a branch of machine learning that uses lots of labeled data to teach 
computers how to perform perceptive tasks like vision or hearing, with a near-human level 
of accuracy. In particular, in computer vision tasks, Convolutional Neural Networks (CNNs) 
are exploited to learn features from labeled data. A CNN learns a hierarchy of features, 
starting from low level (pixels), to high level (classes). The learned feature is therefore 
optimized for the task and there is no need to handcraft it. Deep Learning approaches give 
very good results in executing tasks like image classification, object detection and 
recognition, scene understanding, natural language processing, traffic sign recognition, 
cancer cell detection and so on.  

However, CNNs are not good only for classification purposes. In fact, as said before, each 
convolutional layer of a CNN learns a feature of the input image. In particular, the output of 
one of the bottom layers before the output of the network, is, in fact, a high-level 
representation of the input image, that can be used as a feature for that image. We call deep 
feature this representation of the image. This feature can be compared to other deep features 
computed on other faces, and close deep features vectors mean that the input faces are 
semantically similar. Therefore, if their distance is below a given threshold, we can 
conclude that the two faces belong to the same person.  

For this work, we used the VGG-Face network [3] that is a CNN composed of 16 layers, 13 
of which are convolutional. We took the output of the fully connected layer 7 (FC7) as deep 
feature, that is a vector of 4,096 floats (see Figure 4).  

 

III. EXPERIMENTAL EVALUATION  

In this section, we describe the experiments performed to compare the accuracy of the 
different features described in Sections II-A and II-B in performing the face verification 
task. We first describe the test set used in our experiments, that is constituted by six videos 
acquired by surveillance cameras deployed in some of the corridors of the Instytut 
Ekspertyz Sdowych in Krakow and by the famous face dataset LFW, that we used as 
confusion set. We then present an analysis of the distances computed over the facial 
landmarks and, finally, we report some accuracy results obtained by our experiments on the 
considered features.  

A. Test set  

We used six videos as test set, provided by the EU Frame- work Programme Horizon 2020 
COST Association COST Action CA161013. These videos are taken from three differ- ent 
surveillance cameras deployed in the Instytut Ekspertyz Sdowych in Krakow and they 
capture two different persons (we call them ”Person1” and ”Person2”). Each of them is 
recorded in all the environments where the cameras are installed. So we have three videos 
for Person1 and three videos for Person2. For each video, we analyzed each frame 



 
 

independently. In particular, for each frame, we executed the face detection phase, and for 
the frames where a face has been detected, we executed the facial landmarks detection 
algorithm. We then computed the 5-points, 68-points and Pairs features, by exploiting the 
68 detected landmarks.  

3http://www.cost.eu/COST Actions/ca/CA16101  

  

  
(a) Sample from P2-video1. 

 

  
(b) Sample from P2-video2.  

 

 



 
 

 
(c) Sample from P2-video3.  

Figure 6. Samples of videos for Person2.  

The videos used in our experiments are very challenging because the resolution is low 
(768x576), and the person is in the foreground of the scene. We have obtained 59 total 
frames containing faces in all the six videos, that are composed as follows:  

Person1 (P1):  

◦ video1: 0 faces detected (the face was never recorded clearly in the video);   

◦ video2: 5 faces detected;   

◦ video3: 19 faces detected;   

Person2 (P2):  

◦ video1: 5 faces detected;   

◦ video2: 16 faces detected;   

◦ video3: 14 faces detected;   

Figure 5 and 6 show some samples of the Person1 videos and Person2 videos, respectively.  

B. Facial landmarks distances measurements  

In order to understand if there is a way to better exploit the distance between facial 
landmark points, we have performed an analysis and computed some measurements on the 
distances between 5 nodal points and on the distances between the 68 facial landmarks and 



 

the centroid, in different frames collected by the samplin

Figures 7 and 8 show, respectively, the trend of the compo
points features in different frames of the videos, for both persons. Please, recall that Person1 
face has been detected in just two v
videos. It is possible to notice that, for frames of the same video, the lines of the distances 
are quite regular, while they have a great difference when moving to another video. This 
shows that, while a person is seen by the same camera, with the same angle of view, it is 
possible to use the distance of facial landmarks to recognize a person by its face with good 
accuracy.  

 

(a) 5-points features for Person1 videos. 

 

 

  

 

the centroid, in different frames collected by the sampling videos that we used as test set. 
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(b) 5-points features for Person2 videos.  

Figure 7. Distances between the 5 nodal points in different frames of Person1 (a) and Person2 (b) videos.  

We also computed the average and the variance of the distances between nodal points and 
facial landmarks reported in Figure 9. In particular, Figure 9(a) reports the average and the 
variance of the distances between the 5 nodal points and Figure 9(b) reports the average and 
variance of the distances between the centroid of the face and the 68 facial landmarks. In 
both cases, the average and the variance are computed on the distance of the same pair of 
points in all the different frames of Person1 and Person2 videos. The figure shows that the 
variance is very small in almost every pair of points, and also that the average value of the 
two persons is quite different in four of five pairs of the nodal points (Figure 9(a)) and in 
lots of 68 facial landmarks (Figure 9(b)). This means that, by analyzing consecutive frames 
of a video, when this is feasible, it is possible to increase the possibility to recognize a 
certain person by using the distance of the facial landmarks.  

C. Classification Accuracy  

We performed some experiments to compare the accuracy in performing the face 
verification task by using the four different features described above. To this purpose, the 
faces extracted from the videos were merged with LFW, that has been used as distractor.  

LFW is a very famous face dataset, which contains around 13 thousand faces and 5,750 
different identities. All images in LFW are 250x250 pixels and the face is aligned to be in 
the center of the image. However, there is a lot of background in the images, sometimes 
capturing also other people faces. This could lead to multiple face detection. Therefore, we 
cropped each image in the LFW dataset to the size of 150x150 pixels, by keeping the same 
center, in order to cut the background and avoid multiple face detection. Also in this case, 



 
 

we performed the face detection and we computed the facial landmark points by using the 
dlib library (Figure 10 show some examples of LFW faces with facial landmarks 
highlighted). We merged the LFW dataset with the 59 faces that we detected in the test 
videos and we created a unified dataset. We then extracted the four different features (5-
points, 68-points, Pairs and deep features), from all the faces in the new dataset.  

We used each of the faces detected in the test set videos as a query for a NN search in the 
unified dataset. We used the Euclidean distance as dissimilarity measure between features 
and sorted the entire dataset according to this distance with the given query, from the 
nearest to the farthest. We discarded the first result of each query since it is the query itself.  

Figure 11 reports some query examples with the Top5 results, for all the features analyzed. 
For each feature, we report the best and the worst result, in which the biggest number of, 
respectively, correct and wrong matches in the first five results is obtained. The best result 
of 5-points feature only got three correct matches in the Top5 results, while all the other 
features got all correct matches in the Top5 results. The worst result is the same for all the 
facial landmarks features, that is no correct match in the Top5 results. On the other hand, 
the deep feature worst result only has one wrong match, that is ranked in the last of the 
Top5 results.  

The different size of the faces detected in the videos is due to the different size of the 
bounding box of the face computed by the face detector library. This is caused by the 
different position of the person in the scene with respect to the camera; a bigger face means 
that the person is closer to the camera.  

 

 
(a) 68-point features for Person1 videos.  

 



 

 

(b) 68-points features for Person2 videos. 

Figure 8. Distances between the 68 facial landmarks and the face centroid in different frames of Person1 (a) 
and Person2 (b) videos.  

 

 

 

(a) 5- points feature average and variance for Person1 videos. 

 

points features for Person2 videos.  

Figure 8. Distances between the 68 facial landmarks and the face centroid in different frames of Person1 (a) 

points feature average and variance for Person1 videos.  

  

Figure 8. Distances between the 68 facial landmarks and the face centroid in different frames of Person1 (a) 

  



 

 

Feature mAP  

◦ 5-points feature  
◦ 68-points feature 
◦ Pairs feature  0.07  
◦ Deep feature  0.81  

TABLE I. MEAN AVERAGE PRECISION COMPUTED FOR ALL THE FOUR DIFFERENT FEATURES

 

We compared all the four different features by computing the mean Average Precision 
(mAP) on the results of the queries, so we measured how well the results are ordered 
according to the query. In particular, for each query, we sum the number of correct results, 
weighted for their position in the result set, and we divide this value for all the correct 
elements in the dataset. We then average the precision of all queries, thus obtaining the 
mean Average Precision for each feature. 

The results are reported in Table I. T
than the 5-points feature, and the Pairs feature slightly improves the 68
However, the deep feature is more than one order of magnitude better than all the features 
based on the facial landmarks. 

(b) 68-points feature average and variance for Person2 videos. 
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Figure 11. Query examples for the all the kinds of features, with Top5 results. For each feature, the best and 
the worst results are reported. The different size of the faces from the videos is due
face detected in different frames, where the person is closer/farther to the camera. 
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